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ABSTRACT

A three-dimensional unsteady inverse model has been
developed in order to compute heat fluxes and surface
temperature in various configurations. Temperature
measurements are taken backside using infrared thermography.
The number of unknown parameters is reduced using a
discrete cosine transform analysis and by canceling values
lower than a prescribed level. The efficiency of the method is
proved through numerical simulations. A laboratory
experiment has also been performed.

NOMENCLATURE

C specific heat (J/kg.°C)
e thickness of the plate(m)
J jacobian
k conductivity (W/m.°C)
L length of the plate (m)
n external normal direction
Nmes number of measurements points
N,S North, South
E,W East, West
F,B Front, Back
q estimated flux (W/m²)
t time (s)
T temperature (°C)
Ttr[i,j] discrete cosine transform of the temperature

distribution
x,y,z spatial coordinates in physical space (m)
Y measured temperature (°C)
R least square norm (°C²)
S surface (m²)

x,y,z spatial step (m)
t time step (s)
�,�,z spatial coordinates in logical space
� density (kg/m3)

� cinematic viscosity (m²/s)
DCT discrete cosine transform

1. INTRODUCTION
The inverse heat conduction problem consists in determining
the heat flux and surface temperature from temperature
measurements inside or backside a body. Inverse problems can
not be solved as easily as direct problems because the solution
does not depend continuously on the initial and boundary
conditions. Therefore, small changes in the input data can
produce large deviations in the solution [1.].
In the last decade, the interest devoted to the inverse heat
conduction problems has increased considerably. The
industrial applications have increased too (combustion
chamber [2.], forging [3.], tomographic reconstruction
technique [4.]).
Several techniques can be used for resolving such problems.
The whole domain method proposed by Tikhonov [5.] consists
in processing all the flux components, in a global form, by
minimizing the following functional :
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Another approach, proposed by Beck [1.] consists in
minimizing sequentially the same kind of functional, the flux
being assumed constant over ‘r’ future temperatures :
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The solution of multidimensional inverse problems requires
high computation times and random access memory costs, so a
few works are known at the present time. As the computation
time increases with the cube of the number of unknown
parameters, a sequential resolution is more efficient .

The aim of this work is to estimate unsteady three-dimensional
heat flux and surface temperature during flame-wall interaction
(in combustion chamber for example) using infrared
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thermography measurements. In the near future, the convective
and radiative part of the heat flux will be estimated .

Beck’s method consist in solving at each time step a system of
the following form:
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where the sensibility matrix is of order Nmes*r. The model
described herein does not use the same strategy. The
fonctional to minimize is the same as in Beck’s method, but a
direct model is used as a subroutine and coupled with an
optimization program based on the conjugate gradients
technique. Only a three-band matrix inversion is carried out
(with Thomas algorithm), so the computation time is
minimized. So as to allow the resolution of enhanced spatial
problems, the number of estimated parameters is reduced. The
variations of thermophysical properties with temperature are
computed using a quasi-linearization approximation.

2. Formulation
Let us consider the following case (Figure 1) :
A rectangular parallelepiped has its southern boundary
submitted to an unknown heat flux that can not be measured
directly. The other boundary conditions are known and
temperature measurements are taken on the northern surface
using a infrared camera.

The equations governing the temperature of the system are :
◊ inside the solid
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with χS t( )  unknown
◊ at initial time
T x y z T x y z( , , , ) ( , , )0 0Ζ (3)
◊ temperature measurements
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3. Direct model
The numerical model used to predict the temperature
distribution is called direct model.
The heat conduction has been discretized with an ADI finite
difference scheme. The extension of the 2D ADI classical
scheme to three dimensions leads to a method which is
unstable for any useful values of the Fourier number [6.].
Douglas  introduced a modification which removed this
limitation. The equations are:
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Only three-band diagonal matrixes are inverted.
The variation of conductivity with temperature is computed
using a quasi-linearization approximation, such as the
following expressions :
k T f Tn n( ) ( )Ζ

ϑ1  1storder
or
k T f T T Tn n n n m( ) ( , ,..., )Ζ

ϑ ϑ ϑ1 2 mth order
A better accuracy can be achieved with the use of higher
order expressions, but a compromise must be reached,
because of the memory that high orders require.
Two types of boundary conditions can be taken into account :
Γ heat flux
Γ temperature
At that time, only cartesian meshes are taken used.

4. Inverse model
An inverse computation from backward measurements is
possible if both temperature and surface heat fluxes are
known. The heat dissipated by convection and radiation on the
north face is easily computed from the surface radiative
properties and from the heat convection coefficient using the
following equation:

Ε Φ Ε Φξ ζ North
extext

North STThTT ϑΗϑΖχ
44

⁄″ (9)

Parameter reduction:
Because of the high computation time and memory needed in
three dimensional cases, function estimation could not be done
with a sufficient spatial resolution. So, the number of unknown
parameters must be reduced.
Compression algorithms have been developed to reduce the
high information rate of the digital sources and the important
memory space taken. Most of them used a discrete cosine
transform analysis. For example, the DCT [8.] is at the heart of
the international standard image compression algorithm known
as JPEG (Joint Photographic Expert Group).
The DCT has the property that, for a typical image, most of the
visually significant information about the image is
concentrated in just a few coefficients, the resulting
compression rate depends on the image structure and the
expected accuracy. In terms of variance distribution, the DCT
appears to be a near optimal transform for data compression,
bandwidth reduction, and filtering [9.].



3 Copyright © 1999 by ASME

Although most of the DCT applications are related to pictures
and movies, processing temperature or heat flux images is
possible.
The aim of the study, is to use the DCT as a way of
compressing the amount of signal to estimate, but, this
procedure will obviously eliminate a part of the noise
measurement.
The two-dimensional DCT of an M-by-N matrix A is defined
as follows :
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If the study is restricted to thin solids (this restriction comes
from the backside measurements), the temperature distribution
structure does not vary significantly from the measurement
face to the other one. It means that the same number of modes
is needed to reconstruct one face temperature distribution and
the opposite one.

The major steps of the computation are the following :
1. Computation of the measurement temperature distribution

transform at time t0+r (The propagation time of the
information must be taken into account)

 ξ ζ ξ ζ),,(, 0 rtjiTDCTjiT North
tr ΗΖ

2. Discarding components of the transform lower than a level
X. This threshold parameter has been defined by the use of
Stein’s Unbiased Risk Estimate (SURE) , that is:
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This criterion leads to the minimal error when a noise of
zero mean value and standard deviation equal to one is
prescribed. The data must be normalized to fit this case.

3. Arbitrary estimation of non-zero modes and computation
of the invert transform to create an estimated heat flux
distribution.
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4. Computation of the following function :
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 Minimization of )(qR〈  by applying the conjugate
gradients algorithm.

5. Processing of the previous sequence at time t=t0+1

5. Numerical validation
Firstly, the model must be tested in various characteristic cases
in order to define its application field. The numerical
validation principle is the following :
Characteristic heat flux evolutions are used as direct model
input, to compute simulated temperature ‘measurements’ on
the southern boundary.

During the following step, those data are used as inverse
model input, and estimated heat fluxes are then compared to
the previous ones.

Only three-dimensional tests are presented hereafter.

The simulated set-up consists in a rectangular parallelepiped
whose properties are described in Array 1. Temperature
measurements are taken on the northern boundary, where the
heat is dissipated by radiation and convection.
The first test consists in prescribing a heat flux distribution
varying spatially by steps, with a triangular shape temporal
evolution. The steep gradients imposed represent a strict way
of evaluating the accuracy and stability of the model.

Width (m) 0.2
Length (m) 0.2
Thickness (m) 0.005
Conductivity (W/m.°C) 207
Density (kg/m3) 8500
Capacity (J/kg.°C) 365

Array 1

This test case consists in estimating a three spatial stages heat
flux distribution, each point varying in time with a triangular
shape evolution. Input data taken into account are not
perturbed (no noise).

196 (14x14) temperature components are estimated at each
times step Three values of time step (0.5,0.05 and 0.005s)
have been used, corresponding to the following values of
adimensionnal time step : 1.35, 0,135 and 0,0135.

The spatial and temporal distribution of the exact heat flux are
presented in Figure 2 and Figure 3 The heat fluxes computed
with each value of the time step shows the efficiency of the
thresholding method used. Since, the energy retained was
larger then 99% of the original data, no loss of precision can
be perceived.
Even for a low value of the adimensional time step (Figure 6),
the estimation of the flux presents no major stability problems,
nevertheless, as the time step decreases, the number of future
temperature used must be increased.

The original structure of the surface heat flux distribution has
been conserved through each computation (Figure 7 and
Figure 8).
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6. Experimental Validation
So as to verify the efficiency of the method in a real case, an
experimental validation has been performed.
The plate considered has the same physical properties and
dimensions than in the numerical validation case. The heat flux
on the southern boundary comes from a flame. An infrared
camera (AGEMA 880 LWB, long waves) has been used to
measure the temperature on the northern face of the brass
plate. Four thermocouples (K type), previously protected from
the flame radiation, have been added on the southern face in
order to be compared with the output of the model.
The boundary conditions are the following:
The edges are kept insulated, so:
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The northern face is submitted to convection and radiation, so:
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The measured face of the plate has been covered with high
temperature black paint. The influence of this layer upon heat
conduction is neglected.
⁄ has been previously measured in another ONERA
laboratory. The convective coefficient is computed using the
following equations:

    h  Nu
L
k

Ζ

with :

Ε Φ              Ra0.58=Nu 5
1

(Fuji and Imura)
and the Rayleigh number is equal to:
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In our case, h=3.6 W/m².°C.
The acquisition frequency was set to f=6.25 Hz, and
measurements have been taken during 200s.
The physical domain is discretized in a 57x57x8 mesh grid.
The computed heat flux indicates a maximum of 105 W/m²
located at the center of the plate (position of the flame). No
important temporal variations of this flux can be perceived
(Figure 9 and
Figure 10). As the flame is supposed to be stationary, those
results are consistent.

The surface temperature computed fit the three thermocouples
measurements in a very satisfactory way.
No particular stability problems have been encountered during
this simulation.

7. Conclusion and perspectives
The inverse model presented allows the efficient three-
dimensionnal heat flux estimation using infrared temperature
measurements backside.
Parameter reduction permits the time computation efficiency
and the enhancement of spatial resolution without important
loss of information. The threshold technique used leads to a
greater stability as the noise components are suppressed
automatically at each time step.
Further numerical and experimental validation tests will be
performed, involving moving heat sources.
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temperature measurements



unknown heat flux: χ1(x, y, t) = ?

radiative exchanges natural convection

insulation
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Figure 1: Simulated Set-up

Figure 2: Spatial distribution of the exact heat
flux at time t=50s
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Figure 3: Temporal evolutions of the exact steps
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Figure 4 : Computed heat fluxes with ααααt=0.5s
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Figure 5 : Computed heat fluxes with ααααt=0.05s

-5.00E+03

0.00E+00

5.00E+03

1.00E+04

1.50E+04

2.00E+04

2.50E+04

3.00E+04

3.50E+04

4.00E+04

0 10 20 30 40 50 60 70 80 90 100

time (s)

W
/m

²

step 1
step 2
step 3
step 4

Figure 6 : Computed heat fluxes with ααααt=0.005s
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Figure 7 : Estimated heat flux at time t=50s
(ααααt=0.5s)

Figure 8: Estimated heat flux at time t=50s
(ααααt=0.05s)

Figure 9 : Computed heat flux at time t=50 s

Figure 10 : Computed heat flux at time
t=100s
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Figure 11: Comparison between surface temperature computed and thermocouple measurements
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